Do you Prefer Learning with Preferences:

Foundations of Human Aligned Prediction Models with Relative Feedback

Aadirupa Saha (Apple)
Aditya Gopalan (Indian Institute of Science)

NeurlPS 2023, New Orleans

\\\




Part — | (Motivation)



Al and implications

"The field of Al is often thought of as having four distinct
approaches, which can be described as thinking humanly,
thinking rationally, acting humanly, and acting rationally.”

- "Artificial Intelligence: A Modern Approach” (S. Russell
and P. Norvig)

Implication: If machines must behave like humans and need
to learn to do so, then one must grapple with learning from
human feedback




Al agent

——> y€eTY

Output

Agent:
Performs a useful task by mapping input — output

"Artificial Intelligence: A Modern Approach™ (S. Russell and P. Norvig), Sec. 2.1



Al agent

Output space
Is large and
complex




Al agent

Feedback
about
output




Task: Image recognition
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Task: Medical diagnosis

Symptom 1
Symptom 2 o a
Symptom 3 1agnosIS.
Body temperature —> —> DT_YEG:[Z
labetes

Blood pressure
Blood sugar level
SpO2 level




Task: (Personalized) Content recommendation

Books that you may like
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Task: (Personalized) Content recommendation

Books that you may like
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Task: Game playing

:: Best move: Nc3
Eval: +2.3

White to move



Task: Question-answering (chatbot)

“Thank you for
the question! |
can certainly help

::> answer it.

NeurlPS 2023 is
going to be held
In New Orleans.
New Orleans is a
cityin...”

“Where is NeurlPS
2023 being held?” ———>




Task: Controlling a physical system

Car position

Orientation .:}

Velocity
Traffic status

1




Human feedback to train the agent




Eg Feedback by Demonstration (chatbot)

Response:
Hydrogen comes first as element
number one.

Helium is second for balloons to
have fun!

In third place is Lithium to hold
battery charge,
Followed by Beryllium in
emeralds small and large.
Boron’s number five to help us

keep things clean.
=> Carbon’s next at six, and it’s found
in every gene.
Nitrogen is seven, found in every

Prompt:
Write a poem to
help me remember
the first 10
elements on the
periodic table,

i breath we take,
giving _eaCh More than eight (or Oxygen) in
element its own atmospheric make.
line Number nine is Fluorine, helping

polish up our teeth.
Neon gives us glowing signs to
read and stand beneath.

Source: LLAMA 2 Tech Report (2023)




Eg Feedback by Demonstration (chatbot)

Response:
Hydrogen comes first as element
number one.

Helium is second for balloons to
have fun!

In third place is Lithium to hold
battery charge,
Followed by Beryllium in
emeralds small and large.
Boron’s number five to help us

keep things clean.
=> Carbon’s next at six, and it’s found
in every gene.
Nitrogen is seven, found in every

Prompt:
Write a poem to
help me remember
the first 10
elements on the
periodic table,

i breath we take,
giving _eaCh More than eight (or Oxygen) in
element its own atmospheric make.
line Number nine is Fluorine, helping

polish up our teeth.
Neon gives us glowing signs to
read and stand beneath.

Pro: Very
iInformative

Con: Costly, time-

consuming
Source: LLAMA 2 Tech Report (2023)




Eg Feedback by Demonstration (robotics)

Robot state (position, 1':

velocity, etc)

Pro: Very
informative

Con: Costly, time-
consuming

;:v

Human
demonstration




Eg Feedback by Numerical scoring (rec systems)

Recommendation:

={> Stay at Hotel ABC

User preferences,
context




Eg Feedback by Numerical scoring (rec systems)

Recommendation:

User preferences, > = a2
context A —— bl ={> Stay at Hotel ABC

Pro: Informative

Con: Somewhat
costly,
burdensome




Eg Feedback by Comparison (LLM fine tuning)

Prompt:

Please generate ={>

a description of

Pro: Easy, Quick,
Lightweight

Con: Coarse, Not
too informative



Modern LLMs ask for preference feedback

work done before | head for AP. Yours is the only meeting | have today at AP. Just checking, if not, 3:30 pm works fine. I am working on a rough draft rebuttal right now and will send it soon :)

View other drafts -~ of) Warmly,
g o Kavin
Draft 2 Draft 3
The paragraph is grammatically cormect, There are @ fewy grammas errors in the Theng is & grammar errar in this sentence: -
but thene are a few things that could be paragraph you provided. Here is o
gt N i Yours is the only mesting | have today at Yay! Awesome, thanks for the update. Great feedback!

s AR
: Was this response better i} P =
<2/2 X
or worse? Better Worse  Same

Which response do you prafer?

o8

Absolutely, here's a more succinet and toned-down

Of course, | apologize for the oversight. Let's keep it
commendation:

maore concise and to the point:




The case for fine-tuning with preferences

- Often one need enormous #preference feedback, which could be hard to
obtain too.

- A warm start (with reward / loss based supervised learning ) helps to reduce
the sample complexity with preference feedback

- Emotions and Feeling are often hard to quantify in numbers: Toxicity,
friendliness (tone of writing), individuals writing style, etc.



Reward design, misspecification & hacking

Desired behavior : Hacking the reward function

r(se, ar) = —Hft - fdeQ

(Reward is a form of “Minimize distance to goal)

https://bair.berkeley.edu/blog/2022/04/29/reward-reports/



Reward design, misspecification & hacking

o Paperclip fallacy (Bostrom’03)

 Goodhart's Law: "When a measure becomes a target, it ceases to be a
good measure.*

o Eliciting preferences over trajectories is arguably more natural than
cooking up a (potentially misspecified and hackable) reward function



Reward design, misspecification & hacking

o Paperclip fallacy (Bostrom’03)

e Goodhart's Law: "When a measure becomes A be a

good measure.* Demo: RL with
preferences

« Eliciting preferences over trajectories iIs arguably more natural than
cooking up a (potentially misspecified and hackable) reward function



Tournaments = “Nature” providing preferences

Magnus Carlsen @ English

Full name Magnus Carlsen

Born MNov 30, 1990 (age 29)
Place of birth Tensberg Norway
Federation Morway

Profiles

1 v f 0OO®

5 2887 - 2863

Elo rating

» The Elo rating of a player is an estimate of the parameter of a preference model (Bradley-Terry-
Luce), computed using pairwise “preferences” (win/loss/draw)



Tournaments = “Nature” providing preferences

Magnus Carlsen @ English v

ull name Magnus Carlsen

Demo: ELO w Te.nsberg. MNorway
ratings from |
chess games 50 ®

5 283? B2 2863

Elo rating

» The Elo rating of a player is an estimate of the parameter of a preference model (Bradley-Terry-
Luce), computed using pairwise “preferences” (win/loss/draw)



\Voting = Entire populations providing preferences

Election Ballot

ist 2nd 3rd

A universally agreed-upon method to candidater €D @ O

collect feedback about candidates

candidateB @ QO
candidatec O O ©O




Part — |l

Inferences with Preference Learning [Technicalities]



Outline

Motivation: Learning from Preference

Preference Models: Representation of Preferences

Inference from Preferences: PAC Objectives

Handling Large Decision Spaces

Advanced topics in Preference Learning

PbRL as RLHF: Preference based Reinforcement Learning

Open Problems & Beyond




Let’s understand
through a case study



Movie Recommendation Task

(oD

@
O Youlube System recommended a set

(TR

Query

model?
of les S

Algorithm
(updates prediction model)

Underlying
Preference

Feedback
model?



Movie Recommendation Task

(P
®

D YouTube

(TR

Pairwise |S|=2

TR

E _

Algorithm
(updates prediction model)

Underlying
Preference

Feedback
model?



Movie Recommendation Task

7

Objective? L ‘Best” Movie ]

Pairwise |S|=2 Query
20 Movies 3 YouTube _.

TR

> L
Fr— -:j""" N =

- - [_G] "Jﬂ-_;
HA 3 LS QG a
= > LA <
Algorithm : )
- Underlying

(updates prediction model)

[ Sample (Query) J

Complexity ?

User provides Preference

pairwise preference

1 9 Feedback

model? [ 1>2>3> ..>20 ]




Movie Recommendation Task

7

Objective? L sest Movie ]

k-wi =k (k=
D YouTube W|§e ISl (k=5)

20 Movies

Algorithm
(updates prediction model)

Underlying

User provides Preference

Favorite movie (winner of S)

Sample (Query) J

Complexity ?

Feedback
model?

[ 1>2>3> ..>20 ]




Itemset [N]

“k-Subsetwise” queries lead to faster learning rates!

Divide into {% groups

[ewe) [oes)

oo

B

B

Retain the
'strongest’

Play each J5;

_—

==
[

)

Total ordering: 1 >2>3> K

Just O (%)

subsetwise queries




---- Tradeoffs ---

[ Assuming n movies ]

Query model Feedback model Objective Sample-Complexity
2 (pairwise) winner winner n-1

k (k-wise) winner winner Q) (%)
2 (pairwise) winner full ranking O(nlogn)

Jamieson, Nowak. Active Ranking using Pairwise Comparisons. NeurlPS 11




[ Assuming n movies ]

---- Tradeoffs ---

Query model Feedback model Objective Sample-Complexity
2 (pairwise) winner winner n-1
k (k-wise) winner winner Q) (%)
2 (pairwise) winner full ranking O(nlogn)
k (k-wise) winner full ranking O(n logn)
Kk (k-wise) full-k-rank full ranking 0 (nkl (f;l )
k (k-wise) top-m rank winner ?
k (k-wise) top-k rank full ranking ?

Corman et al. Introduction to Algorithms. 1989




Summary

Sample Efficient algorithm for different noiseless
preference feedback.



Towards realistic settings...



ovie Recommendation Task

.- >
r =

Q¥ .
Objective? I sest Movie ]

k-wise |S|=k (k=5)

D YouTube

n Movies

| .' ) *
l.___ ‘ = L 1
{ v B C > o k’ f

A A A A A &

Algorithm
(updates prediction model)

[ Sample (Query) J

Complexity ?

5 Feedback Y [ —— ]

model?




Mathematical Representation
of Preferences



Ranking Representation with 2-D Preference Matrix

DA 5 BLOODS




Simple Representation: 2-D Preference Matrix

DA § BLOODS

 Noisy human feedback
e Changes over time
 Aggregated across users!

Prob(i beats ))

P(i.j)
NN
0.54 0.6
0.5 0.53 0.61

— 0.46 05 0.57

0.39 0.43 0.5



Preference Modeling Challenges:

Subset-wise preference matrix

Hout-
comes

1. Choice modeling 0.22
Probabilistic modeling of R B I 0-19
feedback ainset S := P(a|5) 0.04 011 0.05 0.23

2. Combinatorial structure: S0 023 019 003 019 024

Number of parameters: () or n* --- Combinatorially large!!

3. How to express relative utilities of arms within subsets?

63



Discrete Random Utility based Choice Models

Modelling stochastic preferences of an individual or group of items
In a given context (subset) Possible choices of &;:

- ™
Probability i wins in S @ @ @ @ @ S)?puc;s:;rtlig)l’(?)
Weibull(1,1)
Xo Xg Xy o Xy

Rasidom Utility Scores: X, Uniform(-1,1) >
. Gamma(l,2)
Xi=06;+¢, s.t.&"E D, O, > 0Vi € [n] Gumbel(0,1))...

P(i|lS) = Pr(X; = X; Vj € [n]) foranysubset SC[n],S>i

9.
et ; ) .
@ Probit: Gaussian noise

@ Plackett-Luce choice model: P(i|S) = 5
jes€’

@ Other Choice models: Mallows, Nested GEV etc.

Azari et al., Random utility theory for social choice. Neural Information Processing Systems (NeurlPS), 2012.




Let us work with PL model:

Modelling stochastic preferences of an individual or group of items
In a given context (subset)

@ Plackett-Luce choice model: Parameter Reduction!!

Parameters: @ = (9592?. . .,,29?_,;), 0; > 0Vi e [n] @ < @
A
0;

Pr(i|S) = —— forany subsetS C [n], S 5
Zjes 6’3

Just n parameters!

Azari et al.,, Random utility theory for social choice. Neural Information Processing Systems (NeurlPS), 2012.



PL Model: Winner & Top-Rank Feedback

Modelling stochastic preferences of an individual or group of items
In a given context (subset)

‘ @ Plackett-Luce choice model: ‘ Parameter Reduction!!

Parameters: @ = (01,0,....,0,), 0; > 0Vi € [n] @é@
0;

Pr(i|S) = —— forany subsetS C [n], S 5 i
2 jes ¥

@ Type of PL feedback: General Top-m Ranking: (1, 09, ..., 0m) € ¢

" 0,10 Example: For subset S = {a, b, ¢, d} (k=4)
Pr(o = ol5) = [[:2 > eswo—ta_1 0 | - Top-mranking feedback (m=2): b - a
-- Full ranking feedback (m=4):b = a = ¢ > d

Just n parameters!

Azari et al.,, Random utility theory for social choice. Neural Information Processing Systems (NeurlPS), 2012.



ovie Recommendation Task

“Best” Movie ]

D YouTube

Algorithm
(updates prediction model)

User provides

Favorite movie (winner of S)

Feedback \ ¥
model?




Problem: Find Rank-1 (Winner) item with k-wise PL Feedback

Suppose Parameters: @ = (01, 6-,....,0,), 0; > 0VYi € [n]

Objective: (e, 6)-PAC Best Item | Ideallye = 0,6 =1

Output item i such that: Pr(6; — 6; > ¢€) <6

with minimum possible #samples (rounds)



PL model Sample Complexity
Lower Bound Analysis



PL instanceS'Cr—: optimal arm

True instance - 1

Arm-1  Arm-2 Arm-3 Arm-a Arm-(n-1) Arm-n




PL instances( €- optimal arm >

True instance - 1

________________________ lI 1

Arm-1  Arm-2 Arm-3 Arm-a Arm-(n-1) Arm-n

Alternative instance - @

I SO I ............... I ......................................................................... I ................ L

Arm-1  Arm-2 Arm-3 Arm-a Arm-(n-1) Arm-n




Fundamental Inequality (Kaufmann et al. 2016):

@ Consider two MAB instancesonnarms: 7 and /. Armset: A = [n]
@ v; reward distribution of arm i for v (similarly /! for /)

@ N;(t) number of plays of arm i during any finite stopping time T

N B NP K L)) > sup kL(Pry(€), Pro(€))
‘ZEA SEFT

where ki(z,y) := xlog(£) + (1 — x) log(}=2)
& : Any event under sigma-algebra of the algorithm’s trajectory

Kaufmann et al., On the complexity of best-arm identification in multi-armed bandit models. JMLR 2016.



Lower Bound Analysis:

(Kaufmann et al. 2016) ZEU[N (T)] K L(vi,v;) = Sup kl(Pry(E), Pry(&))
€A &S r

@ Armset: A = {S =(5(1),...5(k)) € [n] | SG) < S(j), Vi < j}

@ £y Event that Algorithm (A) returns item-1

@ Pr,i(&)>1-6, and Pry«(&) <0

1
@ LHS: kl(Pr,i (&), Prua(&)) > kl(1 —06,8) > lnm

@ RHS. KL(vk v < %2)66

@ Result follows further using: 74 = > g 4[Ns(74)]




Result Overview: (€, 6)-Sample Complexity

1. Sample Complexity Lower Bound:
Foranye € (0.%] and 0 € (0,1] and any (e, d)-PAC algorithm A, there exist

an instance of the PL model where A requires a sample complexity of at least
n

1
() (ﬁ log E) rounds

Essentially ‘independent’ of k!

Reduces with m.

Saha, A. Gopalan. From PAC to Instance-Optimal Sample Complexity in the Plackett-Luce Model. ICML, 2020.




[ Assuming n movies ]

---- Tradeoffs ---

Query model

Feedback model

Objective

Sample-Complexity

Intuition

but

Larger subsets can cover more items

It 1Is also harder for the best item to stand out

k (k-wise)

top-k rank

full ranking




But, Algorithm?



Proposed Algorithm-1:Divide and Battle (DnB)

seceecssscsce|s

Divide into {E groups Retain the 'strongest’

®
° @
®

- B] —/
° Play each [5; for
* ko k > °
° LRV

B, 0(62 108 5) times _J

: + Rank-Breaking |
®
° O
®

~=
I

k-wise PL model with
winner feedback




Proposed Algorithm-1:Divide and Battle (DnB)

DIVIdeﬁmto {E groups  Retain the strongest k-wise PL model with
—_— o —_— winner feedback
o o ® °
° °
PS — B] —
. ) ‘
- ° Play each [5; for (output)
o| —— > | o log. n
: o O( a k)times I e @
: ) — 108 — —
o — B2 7 \¢2 °5 | . phases
: - + Rank-Breaking | '
o o PAC Item
o ® ® °
¢ °

AS— —/ n- — — A,g
‘I‘ : B[r Repeat I



A Key Concept: Rank Breaking (RB)

|ldea of extracting pairwise preferences from subset-wise feedback

Example: Consider a subset S = {a, b, ¢, d} of size (k=4)

@ Upon top-m ranking feedback (m=2): b >~ a > {c, d}
Rank-Breaking & (b, a > ¢), (b,a > d) and (b > a)

@ Upon full ranking feedback (m=4):b = a = ¢ >~ d

Rank-Breaking &2 {(b = a), (b = ¢), (b = d),(a = ¢),(a = d), (¢ = d)}

‘Strongest’ a Winner of maximum no. of Pairwise Duels

Hajek, Oh, Xu. Minimax-optimal Inference from Partial Rankings. NeurlPS, 2014.




Key Lemma (Deviations of pairwise win-probability estimates for PL model):

Assume,

@ Si,...,S7 beasequence of (possibly random) subsets

@D S; depends only on Sy, ....Si_1

@D i, is distributed as the Plackett-Luce winner of the subset Sy

Then: @

.

where n;(T) = >/, 1(i; = i) and ny(T) = Y, 1({is € {i,j}})



Proposed Algorithm-1:Divide and Battle (DnB)

n

Divide into {E groups

Play each [5; for
#

B[O(% log g)]times

)
) ®
o [
o o
P — B3,
. )
PS [
PS [
® -y
® .
o .
[ :
e (o
® ®
® ®

+ Rank-Breaking

)

Retain the 'strongest’

SIS
®

A1 —— B —
't Repeat

k-wise PL model with
winner feedback

PAC ltem



summary of Results on (e, §)-Sample Complexity in PL

1. Sample Complexity Lower Bound:
Foranye € (0, %] and 0 € (0,1] and any (e, d)-PAC algorithm A, there exist

an instance of the PL model where A requires a sample complexity of at least

n 1 . .
0 ( log _> subsetwise queries.

m e? )

Essentially ‘independent’ of k
(no improvement with subsetsize!!)

But improves with m
I (length of rank-ordered feedback)

2. DnB algorithm takes: 0 —— 10g~ Jrounds.
m €2 1)

-- Algorithm: Divide & Battle (sequential Pairwise-RB with Elimination)

Aadirupa Saha, Aditya Gopalan. Best-item Learning in Random Utility Models with Subset Choices. AISTATS, 2020




(But) Instances Should Matte@”instance b =1

A Instance - 1

Finding €- optimal arm
can’t be same !!

e I ................................................................... — 1

Arm-1  Arm-2 Arm-3 Arm-a Arm-(n-1) Arm-n




Pure-Exploration: Instance optimal Best-Item
|A; =01 —0; forany i € [n}] (Gaps)

We achieved: o(@,g‘fl S max (1, ﬁ) In & (m g))

SCIn]||S|=k O(l) ---- for “Easy” instances

O(k) ----for “Hard” instances
O, = max Ziesgi{ (k)

Saha, A. Gopalan. From PAC to Instance-Optimal Sample Complexity in the Plackett-Luce Model. ICML, 2020.




summary

Sample Efficient algorithm for PL model
with m-rank-ordered feedback.



Learning the entire Ranking ?
(PL model)



Problem Setting: (€, 6)-PAC-Ranking

True-ranking: ¢* « argsort (61,62, ...0,)
Objective: Predict a full Ranking (o):

Pr(vieg 0] 10> 0;+ €. then o(i) < (1)) > (1=5

with minimum possible #samples (rounds)



A. Lower Bound



PL instances:

True instance - /g

/ S* such that [S*| = ¢ = | 5]

€ best optimal arms>

Prs-(oa(l:g+1) = $*U{0}) > 19



PL instances:

Alternative instance - Vg.

/ S* such that §* = g* U {4}
<€' best optimal a@ for any i € [n — 1]\ S

) &

Prs. (o410 +1) = 5° U {0}) < Pre. (allig+1)# §+) <9



PL instances:

Alternative instance - 7g. | ‘Label Invariance’!

/ S+ suchthat §* — ¢* (| {3}
e best optimal aris> for any 1 € [n— 1]\ 5"

Pre. (UAU g+1)=S* U {0}) < Pfr.g'* (O‘A(l L q 1) =+ 5‘*) <



Result Overview: (€, 6)-Sample Complexity

1. Sample Complexity Lower Bound:

Forany € © (Oj %} and 0 € (0,1] and any (€, 0)-PAC algorithm A satisfying

label invariance, there exist an instance of the PL model where A requires a

sample complexity of at least {2 (ﬂig In %) rounds.

2. Existing results: O % In %) rounds.

-- Algorithm-1: Beat-the-Pivot Again ‘independent’ of k !

-- Algorithm-2: Score-and-Rank

A. Saha, A. Gopalan. Active Ranking with Subset-wise Preferences. Artificial Intelligence and Statistics (AISTATS), 20109.




Algorithm + Guarantees



Algorithm : Beat-the-Pivot (BP)

Correctness and Sample Complexity guarantee

Theorem: Beat the pivot finds an (e, §)-PAC Optimal Ranking with
sample complexity : O ( — In )
Proof?

Main Idea: If 61 > 6y > ... > 0, ,thenforanyb € [n],p1p > P2p > ... > Dnb

Can we estimate Pj», VJj € 1] with high confidence?




Proposed Algorithm: Beat-the-Pivot (BP)

)
n
—
®
. Divide into
_— By
S -
® r” groups °
® E—1 o
® o
® PAC Item: ‘b’ B,
‘ .
® (output) |
o —
PY (€,0)-PAC Best-Item e
® subroutine ®
— (Saha & Gopalan, ALT19) PS




Proposed Algorithm:

n

Divide Into

—_—

groups

{n —1-
kE—1
PAC Item: ‘b’

(output)

(€,6)-PAC Best-ltem
subroutine
(Saha & Gopalan, ALT19)

Beat-the-Pivot (BP)

Compute ﬁjba:viE B

B
Play each [5; for
_—

k n
O(Tl g—) .
2 0 5 times

B 4 Rank-Breaking

ov
|
=
s
1

.[.QQQ][QQQQ

(coee]

—
—
ek

=
I
[—

o € ¥,y such that if pj, > pj, = o(j) < o(j')



summary

Sample Efficient “ranking algorithm” for PL model
with m-rank-ordered feedback.



Outline

Motivation: Learning from Preference
Preference Models: Representation of Preferences

Inference from Preferences: PAC Objectives

Handling Large Decision Spaces

Advanced topics in Preference Learning
PbRL as RLHF: Preference based Reinforcement Learning

Open Problems & Beyond




Towards more realistic settings...



ovie Recommendation Task
gﬁ’

. .. {.:f#i 4
. o N\, “Best” Movie Query ™
yiag, Objective? model?
k-wise |S|=k (k=5)

D YouTube

Algorithm 91 ’ 92 ’ 93 P w? Hll
(updates prediction model)

[ Sample (Query) J

Complexity ?

Woman 1684

User provides

Favorite movie (winner of S)

Al
.
& 4
5 Feedback ﬂfg [01 > 02V> 6;> ..>0, ]
model?




#items(n) — oo ?



From a Practical Standpoint - Need to Exploit Item Similarities




Structured (Continuous) Dueling Bandits

Problem Setup:

Decision Space: D C R4

Score: g(x)

D

Score: g(y)

x — IR reward / utility function - -

[ Obj: Find x* := arg maxyxep g(x) ]

Pr(x >y ) = link(g(x) — g(y))
\/ Prix>=y)= :

1+exp (— (Q(X)—Q‘(}’))) \ :

Kumagui. Continuous Dueling Bandits, NeurlPS, 2018

sigmoid

Yue & Joachims. Interactively Optimizing Information Retrieval Systems as a Dueling Bandits Problem. ICML 2009

110




Different Objectives:

\_

(
Obj-1: Cumulative Regret: Loss of the average quality of the arm-pair in T rounds

Ry = Z?:l g(x,) — Q(Xt);—g(w)

\

J

g(x) = x"w*, Vx € D,where w* ¢ R%is fixed (unknown)




Different Objectives:

\_

(
Obj-1: Cumulative Regret: Loss of the average quality of the arm-pair in T rounds

Ry = Z?:l (%) — Q(Xt);—g(ylf)

\

J

Obj-1I: Simple Regret (PAC objective): Given e, € (0.1), in minimum T, find a
decision point x7 € D such that:

P?"(g(x*) — g(x7) > 6) <0

with minimum possible #samples (rounds)

Obj-11I: Weak Regret: Cumulative loss of only the best arms in T rounds

Ry =Y/, g(x:) — max (g(x¢), g(y+))

g(z) = x'w*, V¥x € D, where w* ¢ R¢is fixed (unknown)




Lower Bound?
(assume pairwise)



Lower Bound: Reducing ‘Gumbel linear-Bandits’ to LinDB

Pr(; = r¢) = Pr(X (&) > X(r¢))
1

e (w*(£|—>w)) [LinDB ]ﬂ){k _l

Feedback: Arm with Feed both (1,,r,)
. eed Do ool
highest reward to Linear Bandits

X () ~ Gumbel (€, w*, 1) | Linear Bandit
X (r;) ~ Gumbel(r/ w*, 1) (Gumbel rewards)

[ QRUMPD) — ST (x*w* — €] w*) 4 (x*w* — [ w*)) = RUnBandi) Qv dT)]




Algorithm?



Dueling Linear-Bandits (Cumulative-Regret-minimization)

Proposed algorithm (at any round t):

Step 1 (Parameter estimation):

Step 2 (“Most uncertain” arm-pair selection):




Dueling Linear-Bandits (Cumulative-Regret-minimization)

Proposed algorithm (at any round t):

Step 1 (Parameter estimation):

W MLE({(XijT, 1(x; > y’r))}i—llnw)

Step 2 (“Most uncertain” arm-pair selection):

(X7, y:) ¢ arg maxx yee, |[(x — y)||ﬂ_1

Potential good arms S— Near-Optimal regret guarantee

—~_ | Least observed arm-pair

¢ = {XE D | ((x=y)Twi +all(x—y)ly1 >0, vy € D)} (LinDB) ‘/_10 g
R >

Vi = f 1 ( Xt — }’t)(xt — Yt)T + Blixd

Saha et al, Optimal Algorithms for Stochastic Contextual Preference Bandits, NeurlPS, 2021




Summary

(Near) Optimal algorithm for PL
Model with Large decision spaces
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Advanced Topics
In Preference Learning



Non-Stationary (Time Varying)
Preferences



© YouTube

Non-Stationary Preferences:

4 BLOOMS =
i R
ek

n ™

)17 050 054 057

017 050 054 057 - 05 017 050

083 05 093 098 091 05 093 098 0091 - 083 05 093 098 0091 098 0091
050 0.07 0.5 0.60 0.53 007 05 060 0.53 050 0.07 05 060 0.53 0.60 0.53
0.44 0.02 040 05 0.59 002 040 05 0.59 0.44 0.02 040 05 059 05 0.59
0.43 0.09 047 041 05 0.09 047 041 05 043 0.09 047 041 05 041 05

v > P’

Pl P2 Makes no%ﬁnse'

{[Pt(l xt)__] [Pt([ t)——

Regret := 1MAX;*¢[K] Zt=

Gajane et al. A Relative Exponential Weighing Algorithm for Adversarial Utility-based Dueling Bandits. ICML 2015




Borda Regret objective:

Borda-score of Item-i: b, (i

Preference matrix at time t

IHEEEREEERER
- 05 053 054 056 0.6
- 047 05 053 058 061

046 047 05 054 0.57

ZPH,]

ﬁ“ 0.44 042 046 05 051

04 039 043 049 05

.

Pt
Another Regret definition: A
Borda Regret Ry = Zb; — % ()C;) + b, (yt))
J
T

where, cumulative Borda-winner: i~ := arg max E b (i)

Jamieson et al. Sparse Dueling Bandit. AlStats 2015

[e[K] 4

Saha et al. Adversarial Dueling Bandit. AlStats 2015




Dynamic Regret for
Time Varying Preferences



One possible solution: Dynamic Regret

- 05 079 098 0.16 0.6 - 013 094 016 0.06 - 05 083 094 016 0.6 - 0.5 083 094 016 0.06

- 021 05 043 0.08 0.27 - 087 05 043 0.08 0.71 05 043 018 0.71 05 043 018 0.71

0.02 057 05 0.14 0.07 - 0.06 057 05 014 0.07

0.57 05 0.14 0.07 057 05 0.14 0.07

084 092 086 05 051 4 0.84 092 08 05 051 0.82 0.8 05 051 0.82 086 05 0.51

094 073 093 049 05 5 094 029 093 049 05 5 094 029 093 049 05 029 093 049 05

P (t=1) P, (t=2) P, (t=3) P, (t=4) ...
witching-Variation S := Y/ , 1[P; # P;_1]+1

T

2. Continuous-Variation: Vr := Z max |Py(a,b) — P-1(a,b)[+1
1 (a.b)E€[K]x [k

2

O(VSKT log KT) (_ZT:{[P(iZ‘,xt) —%] + [p(i;,yt) 1

i{[btaz) — by ()] + [[6:GD) = b YOI}

(Dynamic) Borda regret: >

| Gupta et al. Non-Stationary Dueling Bandits. ICML 2022



Personalized Prediction
with User Preferences



)17 050 054 057 053 054 056 0.6 - 0.5 083
4% 083 05 093 098 0091 47 05 093 098 0091 - 0.17 05
e 050 007 05 060 053 046 007 05 054 057 e 006 057
/N 044 002 040 05 059 044 002 046 05 051 A 084 0.02
Y 043 009 047 041 05 04 009 043 049 05 N 094 0.29
fy = f(cy) =P, =1(c,) =P, f3=f(c;) =

c,

J2 345

Contextual Duels!
N
2 1] 23]

0.94
0.08 0.27

0.43 0.18 0.71

0.5 0.14 0.07 0.57 05 0.14 0.07
0.86 0.5 0.51 4 0.84 092 086 05 0.51
0.93 0.49 0.5 5 0.84 0.73 093 049 0.5
P3 fy,=1(cy) =P,

. Context » Arm

f : Context — Preference matix

f € F (known function class)

Policy Regrﬂjj
2t

maxX
{m*€ll}

Best Response
Regret

“Contextual” Regret:

=1 E(xt YVt)~Pt [
T

< ) max E
£ iyelk)

{[fe(m* (COE T (C)y )T —1]

Strongest opponent

+ [ft(l;yt)

} -1

UAGED]
2

Dudik et al. (2015)
§  Suboptimal

§  (or) Runtime in-efficient

§ Butnot BOTH

where p;s € Mgk



Contextual Dueling: Main Algorithm and Regret

Algorithm MinMaxDB
I: input: Arm set: K|, parameters v > 0.

2: An instance of SgrReg for function class F
3:fort=1,2,...,7do | Regression Oracle]
4:  Receive context C¢ Regoa(T) =
5 Estimate f: f; « SofReg({c;, (x;, ¥,), 0321 ) = _
- t P e O (ke el = Filedxe,yel)’
6. Find p; € Ak such that =1 vrn Tl J T T T

<«— from MinMax analysis

Regressmn Oracle’s
Regret (=0O(log ! F!))

[vle[ ) felibpe(h) +

bE[K]

3
327p:)

7 Sample (x;, yt){i{f»f pt, play the duel (x¢, ¥:) and receive feedback oy.
§:  Update SqrReg with example {Ct, (X¢, Y¢), Ot}
9: end for

o)

o Optimal and Efficient: O (\/KT Reg,(T)

Saha, Krishnamurthy. Efficient and Optimal Algorithms for Contextual Dueling Bandits under Realizability. ALT’'22
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Al Alignment/RLHF
(with Preferences!)



Trajectory Preferences: Long term (complex) predictions

Multiplayer games Persnallzed heaare

1]




Aligning language models with Preference Feedback

Training language models to follow instructions
with human feedback

Long Quyang®  JelT Wu®  Xu Jiang®  Dioge Almeida®  Carroll L. Wainwright®

Pamela Mishkin®  Chong Zhang  Sandhini Agarwal Katarina 5lama  Alex Ray

Stepl e 2 Stap 3
John Schulman Jacob Hilton Fraser Kelton Luke Miller Maddie Simens

Amanda Askell' Peter YWelinder Paul Christianos"’
Jan Leike® Eyan Lowe*
Openal
Abstract

Making language models hipger does not inherently make them better at following
a user’s intent. For example, large language models can generate outputs that
are untruthful, toxic, or simply not helpful to the user. In other words, these
moxdels are nod cligned with their users, In this paper, we show an avenuee for
aligning language models with user intent on a wide range of tasks by fine-tuning
with human feedback. Starting with a sel of lnbeler-wrilten prompts and prompls
submitted through the OpenAl APL we collect a dataset of labeler demonstrations
of the desired model behavior, which we use to fine-tune GPT-3 using supervised
learning. We then collect a datasct of rankings of model cutputs, which we usc 1o
further fine-tune this supervised model using reinforcement learning from human
feedback. We call the resulting models fastructGPT. In human evaluations on
our prampt distribution, outpets from the 1.3B parameter InstructGPT model are
preferred to outputs from the 1758 GPT-3, despite having 100x fewer parameters.
Moreover, InstructGPT models show improvements in truthfulness and reductions
in toxic output generation while having minimal performance regressions on public
NLP datasets, Even though InstructGPT still makes simple mistakes, our resulis
show that fine-tuning with human feedback is a promising direction for aligning
lunguage models with human intent.

Collect demonstration data,
and train a superviged policy.

A prompl is
sampled from our
prompt dataset.

A labeler
dernonstrates the
desired output
behawvior.

This dato is used
to fine-tune GPT-3
wilh Ssupervised
learning.

Explaan Tha fross
Laralineg b &y okd

v

Ceollect comparison data,
and traim a reward model.

A prompt and
several modal
outpuls are
samalad.

A labeler ranks
the cutputs from
best to worst.

This data is used
Ao Lrain our
raward modal

Explian B Soon
Rarchieg 1 i & el okl

Optimize a policy against
the reward modal using

reinforcement learning.

A new prompt
iz sampled from
the dataset

Tha palicy
generates
an autpul,

The reward model
calculates a
rewvarnd for

the output.

Thi reward is
used toupdate
the policy
using PRO,

™

WIS & Y
szt bogs

https://openai.com/research/instruction-following

https://openai.com/research/learning-from-human-preferences




Remedy: Preferences for Reward Shaping!

Picture courtesy: https://openai.com/research/learning-from-human-preferences

Christiano et al., Deep reinforcement learning from human preferences. NeurlPS, 2017.




Remedy: Preferences for Reward Shaping!

Picture courtesy: https://cs.brown.edu/people/rpatel59/research-code.html




PbRL & the “Difficult” problem of Reward Designing

r(s,a) = how to assign? Preference(z; -vs- 73) o r(71) — 1(72)
VaeAseS for all trajectory pairs 74, 7,
def reward_fn{a, cb U NO palnfUI reward enCOdIng
i U Sample efficient
;zi;z;:de 2'Enh'50b 8] + a[1] * ob[9] + a[2] * ob[10 u Safe and Fa”_
return backrell * (1.8 + .3 * height + .1 * vel_act + .05 * backslide u Captures human “enjoyment”

https://openai.com/blog/deep-reinforcement-learning-from-human-preferences/



/ reference(t, -vs- 1,) « score(t,) — score(t,) f\

for all trajectory pairs 74, 7,

Reinforcement Learning with State-based Preferences

Trajectory | 7 := (81_,(11,'“ =8H,EIH)

Linear Score func s(T
< T

where Trajectory Feature

(1) = Zle o(sp,ap), where ¢ : S x A — R4

) = (qb(’r):' W*>

Modeling trajectory preference:

No painful reward engineering!

Sample efficient

exp(o(mi) ' w*)

. P(ry = 1) = o({¢(71) — ¢(72),W™)) =

alalale:

exp(B(1) ' w*) + exp(e(r2) ' W)

Captures human “enjoyment”

Saha*, Pacchiano*, Lee. Dueling RL: RL with Trajectory Preferences. AlStats, 2023.




Our Result: Dueling RL S,
Preference based RL framework (finite horizon): (P, S, A, H, p) GA

Dynamics | s;.1 ~ p(- | 8¢, at)

Regret :

Algorithm 1 LPbRL: Regret minimization (Known Model)

NN N

input: Regularization parameter A, Learning rate 7; > 0, exploration length t5 > 0
. Define ag 7(8) = 20BW /dlog(T (1 + 2T")/d) and v(d) = 25:(8) + g 1(9).

. Initialize V; = kAl
fort=1,2,...T do

Compute wk (using MLE on history)
Set Il = {m'|(¢(r") — o(7)) ' Wi+

1(9)llé(n") — &()ll5-1 > 0 Y}

Compute

(me,mp) = arg_max [lo(r') = ¢(r°)llg,+-

Sample 7} ~ 7} and 77 ~ 77.

Play the duel (7}, 7?) and receive o; = 1(7} beats 77)
Update

Visr = Ve + (8(m;) — ¢(ni)))(é(m; ) — o

- end for

TQS?T*—S’ITtl s(m?
_ 5 28(7) = () + ()

t=1

7 : S — AJ[Policy: States ~ Actions ]]

Our Results
A ( SHdlog(T/5) ﬁ)

o) Known Model:
O((Vd + H? + |S))VdT + +/|S||A|TH)

o Unknown Model:

Saha*, Pacchiano*, Lee. Dueling RL: RL with Trajectory Preferences. AlStats, 2023.




PbRL literature: Very few works!

Busa-Fekete. ML 2014
Christiano et al. NeurlIPS 2017
Wirth et al. JIMLR 2017

Sui et al. UAI 2017
Xu et al. NeurlIPS 2020
Saha et al. AlStats 2023

Predominantly applied
(Deepmind, OpenAl, ...)

Texts Keyphrases Summary

+ The right content drives the custormer
:l Hai journey and unifies each and every
e _ ) customer touchpaint.

nnnnnann [ rados Studio + Self-creating content may seem like
someth ing out of a science fiction

exciting reality.

R R « At SDL, we see a future where Al will
SAAAAAAAASAAS become one of the most powerful tools
in your content toalkit.

Unsatisfactory theoretical developments
(but restrictive assumptions / guarantees)
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Emerging Directions

Preferences for Alignment of LLMs?

Automating Training with Preferences?

PORL is subcase of RLHF, what other implicit human feedback?

Is sigmoid enough for modeling preferences?

How much we lose by using preferences instead of rewards? (not quantifed study)

User adaptation modeling for preferences?



Part — [l (Demos)



Demo 1: ELO ratings of chess players



Demo 2: RL with preferences over trajectories

Environment: Mountain car

State: (position, velocity) € R*
Action: force € {Left, Right, None}
Transitions: Gravity

Trajectory for preference elicitation:
(511 A1y Sny Cln)

Trajectory features: min position, max position,
average speed

......
e
P

Credits:

o APRelL: A Library for Active Preference-
based Reward Learning Algorithms,
Erdem Biyik, Aditi Talati, Dorsa Sadigh

o https://github.com/Stanford-ILIAD/APRelL



https://github.com/Stanford-ILIAD/APReL
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